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Abstract
Assessments are used to help gather and analyze information to inform processes and outcomes and are rapidly being reshaped by AI. This systematic review investigates where, why, and when AI is used across the assessment life-cycle and further considers its core functions, design elements, and the ways users engage with them Thirty-eight peer-reviewed studies met our inclusion criteria, each embedding artificial intelligence directly into the assessment process. Together, government facilities and healthcare settings accounted for more than 70% of all documented use cases. Across sectors, the prevailing role of AI was that of a digital assistant, streamlining knowledge capture and evaluation supporting assessment in its role as an expert with a focus on goal-oriented collaboration. These patterns illuminate both the breadth of adoption and the potential of AI as an augmentative partner, offering a roadmap for future assessment design and research.
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1. Introduction

Traditional assessment practices – a structured process used to gather, analyze, and interpret information in order to evaluate people, processes, systems, or outcomes against predefined criteria – have long been encumbered by persistent shortcomings. For example, ensuring measurement validity and reliability across heterogeneous operating environments remains difficult, exposing results to error and misinterpretation. Human-mediated design, scoring, and interpretation introduce subjectivity and cognitive bias, producing inconsistent judgments and potential inequities (Swiecki et al., 2022). Rigid, pre-scripted instruments struggle to keep pace with rapidly evolving threat landscapes, limiting scenario realism and diminishing diagnostic power. Data are often collected and stored in siloed systems, delaying feedback loops and hindering longitudinal analysis, while the sheer labor required to administer and process large-scale assessments imposes significant cost and time burdens (Webb et al. 2013) Finally, security and privacy vulnerabilities – from unauthorized data access to tampering risks – undermine stakeholder confidence and constrain the scalability of assessment programs.
Emerging AI technologies, especially those employing large language models (LLMs) and conversational interfaces, offer substantial potential to address issues that have historically plagued assessments (Håkansson & Phillips-Wren, 2024). Such AI systems act not only as analytical tools but also as interactive collaborators capable of adaptive communication and dynamic problem-solving (Sowa et al., 2021). By supporting real-time scenario generation, anomaly detection, and nuanced interpretive capabilities, AI tools have transitioned from peripheral support roles to active partners within assessment contexts (DeMedeiros et al., 2023). 
In this paper, the authors describe a systematic review of recent scholarly literature to examine how and to what extent AI is being utilized across critical infrastructure (CI) assessment systems. Specifically, it analyzes applications across CI sectors, highlighting areas of concentrated integration as well as sectors where AI use remains underexplored. Utilizing the National Institute of Standards and Technology (NIST) AI Use Taxonomy and the virtual assistance taxonomy (Janssen et al., 2020) this study categorizes the primary functions of AI systems within these assessments (Theofanos et al., 2024). It specifically investigates which phases of the assessment lifecycle AI has been most impactful. Additionally, the study evaluates key outcomes associated with AI collaboration, particularly emphasizing user trust, acceptance, performance accuracy, and system usability. 
Our review of the literature found that AI supports the assessment process across several sectors, with notable prevalence in the roles of digital assistant, decision-making aid, and content generator. There is a predominant focus on AI applications during the administration and scoring phases of the assessment lifecycle, reflecting AI’s demonstrated strengths in tasks involving natural language processing, automated evaluations, and predictive analytics. However, significant gaps exist regarding AI integration in the interpretation and post-assessment phases. The literature also emphasizes that effective human-AI collaboration hinges critically on system design attributes, including explainability, adaptive autonomy, and interaction modality.  

2. Background
2.1 An overview of assessment and assessment systems 
In education, healthcare, emergency response, and infrastructure management, assessments serve as foundational tools for decision-making, resource allocation, and continuous improvement. They help identify risks, measure performance, and surface areas for intervention or development. While the content and context of assessments vary widely across sectors, the underlying logic remains consistent: structured information is used to make judgments or support actions aligned with specific goals
To support these activities, assessment systems have emerged as integrated sociotechnical platforms that coordinate the tasks, tools, and technologies required to carry out the assessment process. From an information systems perspective, assessment systems are composed of digital infrastructure, data workflows, algorithmic or rule-based tools, and human actors who interpret and respond to results (Woods-Groves & Hendrickson, 2012). These systems may be narrowly focused – such as an automated test-scoring platform, or comprehensive, enterprise-level solutions that manage the full assessment lifecycle from design through post-assessment reporting. Regardless of scale, assessment systems aim to enhance efficiency, accuracy, accessibility, and utility of assessments across varied operational contexts. Assessment systems operate across a series of interdependent phases that together form the assessment lifecycle (Elshama, 2020):

1. Design: This stage focuses on creating items and structures that reflect desired competencies. It may include adaptive formats or simulations to enhance relevance and realism.
2. Assessment Delivery and Administration: Items are delivered in ways that adapt to user needs or performance. Monitoring tools may be used to maintain testing integrity and ensure accessibility.
3. Scoring and Analysis: Responses are scored using structured criteria or models. This phase may also involve identifying irregularities, trends, or learning needs based on response data.
4. Interpretation: Scores are translated into clear feedback for learners, educators, or decision-makers. Reports may include visual summaries or tailored insights to support next steps.
5. Post Assessment: Data is used for tracking progress or guiding program-level decisions. This ensures assessments contribute to ongoing learning and accountability.
These lifecycle phases provide a conceptual structure for understanding how assessment systems operate across domains. However, in practice, how systems are implemented, and which phases are prioritized often depends on the institutional setting, operational goals, and resource constraints of a given sector. 
2.2 AI assessment in critical infrastructure
Assessment systems are embedded throughout the 16 CI sectors designated by CISA as essential for national security, economic stability, and public safety, including healthcare, education, agriculture, transportation, energy, and financial services. In healthcare, assessments evaluate patient conditions and emergency preparedness; in agriculture, they forecast crop yields and assess supply chain vulnerabilities; in education, they measure student performance and curriculum effectiveness.
Artificial intelligence offers significant potential to enhance assessment through automation, improved accuracy, predictive analytics, and adaptive methodologies. However, adoption varies considerably across sectors, with significant gaps in understanding current AI deployment patterns and unexplored opportunities. This landscape offers valuable opportunities for translational learning. As efforts to design next-generation assessment systems gain momentum across domains, whether for education, workforce development, public safety, or organizational resilience, it becomes increasingly important to understand how AI-enabled assessment is already being deployed in diverse real-world contexts. Insights from these deployments can reveal transferable design patterns, illuminate technical and ethical considerations, and surface innovative approaches that may be adapted or reimagined to meet emerging assessment needs in other sectors. This motivation led to our first research question:
RQ1: How and to what extent does academic research report the utilization of AI across critical infrastructure sectors and what domains remain underexplored in existing scholarly literature?
2.3 AI roles in assessment systems

Mapping the presence of AI-enabled assessment systems across CI sectors offers foundational insight into where adoption is occurring, and which domains are leading innovation. In addition, it is important to understand the roles AI plays within those systems. AI-enabled assessment systems vary considerably in the functions they assign to artificial intelligence, ranging from content generation and user support to response scoring or decision guidance. For those building assessment systems in any domain, understanding the functional roles AI systems play is essential to making informed, context-sensitive design decisions. Functional differentiation provides the level of operational clarity needed to evaluate system capabilities, ethical implications, and opportunities for refinement or replication across settings.
Understanding what AI does also requires examining when it does it within the broader structure of assessment. Assessment is not a singular act but a lifecycle of interdependent phases – design, administration, scoring, interpretation, and post-assessment use – each with distinct demands, constraints, and opportunities for technological support. In some phases, such as scoring, AI integration may be well established and relatively uncontroversial. In others, such as interpretation or post-assessment decision-making, AI involvement may raise questions of trust, transparency, and accountability. Mapping AI functions to specific phases of the assessment lifecycle thus helps clarify how responsibilities are distributed across human and machine agents, and where greater support or caution may be warranted. This perspective is especially important for assessment designers and system architects working in complex or high-stakes environments.
To support this type of analysis, we apply two taxonomies. The NIST AI Use Taxonomy (Theofanos et al., 2024), a function-oriented classification framework that describes AI systems by the activities they perform such as assisting, creating, detecting, or recommending, rather than their underlying technical architecture. This taxonomy enables cross-domain comparison by providing a standardized vocabulary for describing what AI systems are actually doing in practice. Its activity-based structure aligns naturally with assessment processes, where tasks and functions are often more important to system design than algorithmic details. In addition, the virtual assistance taxonomy by Janssen et al. (2020) is applied and adopted to examine AI function and design across three dimensions (intelligence, interaction, and context) and help to illuminate the functions identified in the assessments. By using these taxonomies, we aim to characterize the distribution of AI roles across assessment systems and to surface common patterns and design choices that may inform future human–AI teaming efforts in assessment. This leads to our second research question:

RQ2: According to the NIST AI Use and virtual assistance taxonomies, what functional roles do AI systems play within the assessment lifecycle across critical infrastructure sectors?
2.4 Human–AI teaming and system design in assessment contexts
In emerging assessment contexts, artificial intelligence is no longer a passive tool used behind the scenes; it functions as an active collaborator. This collaborative framing reflects a shift in how AI is conceptualized and deployed: from automating isolated tasks to engaging dynamically with users, offering strategic input, generating content, and adapting in real time to human behavior. In such settings, human–AI teaming becomes central to the assessment process, with the AI not only executing functions but shaping outcomes through its interaction style, feedback loops, and degree of autonomy.
Designing effective AI collaborators, however, presents both opportunity and challenge. A growing body of research has identified key system attributes that influence how users perceive and interact with AI-enabled assessment systems (Bach et al., 2024). Features such as transparency, explainability, interaction modality, and adaptive autonomy play a critical role in mediating outcomes like user trust, task performance, acceptance, and perceived fairness (Silva & Canedo, 2024). In high-stakes environments – such as education, healthcare, and emergency response. These design factors can significantly affect whether AI contributions are trusted, understood, and appropriately used.
As AI systems take on more collaborative roles within assessment environments, design considerations become increasingly consequential. Prior research suggests that user trust, acceptance, and performance are shaped not only by the technical accuracy of AI systems but also by their transparency, adaptability, and communicative responsiveness (Bach et al., 2024). These system attributes influence how human users interpret AI-generated outputs, the extent to which they rely on automated judgments, and how they evaluate the fairness and appropriateness of the overall process. In high-stakes assessment settings, decisions may carry security, clinical, or operational consequences. The implications of poor design can be significant. As such, understanding how specific AI system features shape user perceptions of trust, validity, and integrity is essential to advancing responsible and effective human–AI teaming in assessment contexts. This leads to our third research question:
RQ3: How do AI system design attributes—such as transparency, explainability, and autonomy—shape user trust, performance, and perceptions of validity and integrity in collaborative assessment settings?
3. Method
A systematic literature review was conducted to address research questions of interest, using PRISMA methodology (Preferred Reporting Items for Systematic Reviews and Meta-Analyses). The goal of the systematic literature review was to integrate existing literature and draw generalizations across articles on Human-AI in assessments (Biolchini et al., 2005). Two searches were performed and were focused on retrieving academic publications across three different databases and a local university search including IEEE, ACM, PubMed, and the local University library platform for each search. 
The first search used the keywords (“chatbot” OR “conversational agent”) AND (“assessment” OR “survey” OR “knowledge-gathering” OR “evaluation”). This search yielded 2,452 articles. The second search included the following terms (“LLMs” OR “AI” OR “artificial intelligence”) AND (“assessment” OR “survey” OR “knowledge gathering” OR “evaluation”). Further, the filters were applied to narrow down the time range to only populate articles from 2020 – 2025. There was full-text availability, and they were peer reviewed. This search returned 3,555 articles. 
To be included for further screening the articles had to meet the following inclusion criteria, 1) be in a peer reviewed reference, 2) present empirical results or systematic reviews on AI and LLM applications, 3) discuss AI as it is used in assessments, surveys, and knowledge gathering tasks. Of the 6,007 articles returned from both searches, 53 and 38 from the first and second search respectively met the above inclusion criteria after reading the title and abstracts. Further, these articles were then reviewed in full to ensure all inclusion criteria were met. After a full text review, the final sample of articles included was 38. The articles were coded by the researchers after discussing agreed upon frameworks and coding procedures. 

 4. Results

This systematic literature review analyzed 38 peer-reviewed papers published between 2020-2025 that examined AI applications in assessment systems across C sectors. The analysis addressed three research questions examining where AI is deployed (RQ1), how it functions within assessment systems (RQ2), and what outcomes are measured in collaborative contexts (RQ3). First, the descriptive results for critical infrastructure sectors, assessment phases, functional roles, and outcomes are presented, followed by the combinations of interest.

4.1. Critical infrastructure sectors and AI 
assessment representation

The goal of the first research question was to understand the representation of human-AI teaming across critical infrastructure sectors in academic literature. The distribution of AI across CI sectors reveals significant concentration in two primary domains of government facilities (N = 14, 36.80%) and healthcare (N = 13) or 34.20%, which together account for over 70% of all identified applications. The information technology sector was also notable and constituted the third-largest category (N = 7, 18.40%), reflecting substantial research interest in AI applications for technology-focused assessment contexts. The remaining four sectors – food & agriculture, critical manufacturing, commercial facilities, and emergency services utilized AI in assessments once. Of interest, it should also be included that only seven of the sixteen CI sectors were present in our review. 

4.2 Assessment Lifecycle Phase Distribution

AI deployment across assessment lifecycle phases demonstrated concentration in operational rather than preparatory phases with 11 studies highlighting the scoring and analysis phase, representing 28.95% of the sample. Administration phases were the next most identified, appearing in 10 studies. Eight articles spanned multiple assessment phases representing dual phases of administration and scoring, design and administration, and scoring and post-assessment phases. The design (N = 4), interpretation and reporting (N = 3), and post-assessment phases (N = 2) rounded out the remaining articles reviewed.  Figure 1 displays these results.

[image: ]Figure 1. AI use across different phases of assessment.

4.3.  AI functional roles using the NIST taxonomy

Analysis of AI functional roles according to the NIST AI Use Taxonomy revealed that across the 38 papers multiple AI functions are used. Digital Assistance emerged as the predominant function (N = 26) or 62.84% of the articles primarily used AI as a digital assistant. Followed by AI as a content creation aid (N = 3). Decision-making, detection, and information retrieval were each identified as the primary function in two articles. Content synthesis, prediction, and recommendation each represented the main use of AI in one article each. The representative deployment of how AI is used in our sample can be found in Figure 2.

[image: ]Figure 2. AI functions using NIST taxonomy.

The NIST taxonomy provides a high-level overview of assessment applications. To further examine the role of artificial intelligence (AI) in these assessments, we adapted the virtual assistance taxonomy developed by Janssen et al. (2020). The most common intelligence framework employed was a self-learning system that adapts to user data over time (N = 12). This was followed by model-based frameworks that rely on reasoning processes to generate responses (N = 10) and goal-, utility-, and role-based frameworks. How the assessment interacts was categorized as either unidirectional, communicating through a single mode, or bidirectional, communicating through multiple modes (e.g., text and voice). Most assessments were unidirectional, relying exclusively on a single communication mode (N = 26). Finally, assessments were coded according to their functional role as facilitator, peer, or expert. Most assessments assumed the role of expert, providing domain-specific expertise (N = 22). Fourteen were coded as facilitators, assisting users in achieving goals and supporting process flow. Two articles were not applicable.

4.4. Outcome measures in AI assessment collaborations

The third research question aimed to address the outcomes that influenced user perception of AI integration with the assessment. From the analysis, six overarching outcomes emerged. Performance and accuracy metrics were mentioned the most (N = 17). These studies typically measured diagnostic accuracy, scoring precision, classification performance, and predictive validity of AI assessment systems.
Response quality represented the second largest category (N = 7) and included the informativeness, relevance, specificity, and clarity of AI-generated or AI-facilitated assessment responses. User engagement and acceptance of the assessment was measured by five articles and focused on user engagement levels, adoption intentions, and behavioral acceptance of AI assessment systems. System effectiveness metrics and the validity and reliability of assessments were less recognized outcomes, each contributing four use cases. More specifically, the evaluation of operational efficiency, completion rates, cost-effectiveness, and technical performance indicators were cited as system effectiveness metrics. Indicators of validity and reliability explored convergent validity, internal consistency and measurement stability across assessment modes. Lastly, user experience and usability were discussed once. 

4.5. Interactions among sectors, assessment phases, and functional roles.

Across the three research questions, the variables were analyzed through cross-tabulations to provide deeper insights into their interactions. The phases of assessment were not fully represented across any identified sector, with a maximum of four assessment phases being represented in our sample. Of the three articles that span the interpretation and reporting phase, all of those articles were concentrated in the healthcare sector. The NIST AI roles across CI sectors were explored and government facilities and information technology sectors equally demonstrated the highest diversity, each employing five functions. Content creation, decision making, and digital assistance were shared functions between both sectors. A comparison of the NIST taxonomy across CI sectors can be found in Figure 3.
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Figure 4. NIST taxonomy across CI sectors.

 Further, these functions not only span multiple CIs but multiple assessment phases. Digital assistance was noted across all assessment phases, supporting the entire assessment process from design to post-assessment, but was primarily concentrated in the administration phase with nine articles utilizing this AI function when giving the assessment. 
Focusing first on the virtual assistance taxonomy, a model- or goal-based intelligence framework was identified across four critical infrastructure sectors. In sectors where more than one assessment was conducted, AI acted both as a facilitator and as an expert. The administration phase showed the greatest variation in intelligence frameworks, incorporating goal-based, model-based, utility-based, and self-learning systems. In contrast, AI’s role as an expert was the sole role observed in two phases: interpretation and reporting (N = 2) and scoring and analysis (N = 11).
When analyzing the two taxonomies together, the function of digital assistance encompassed all five intelligence frameworks. Within the NIST functions where more than one article was present, information retrieval relied primarily on rule-based frameworks, whereas decision-making functions were driven by self-learning systems. The role of AI in digital assistance was nearly evenly split, with AI serving as an expert (N = 14) and as a facilitator (N = 11). Finally, in NIST functions with multiple use cases, bidirectional input was observed in both digital assistance and information retrieval.
Articles examining assessment performance and accuracy outcomes were more likely to deploy AI for scoring and analysis phases (N = 9).  Three sectors including government and facilities, healthcare, and information technology had at least three outcomes measured, with government services having assessments that measured all six outcome groupings. Interestingly, healthcare included one more outcome measured than information technology. Assessing all of the sectors and outcome categories, system effectiveness or performance and accuracy were present in all of the sectors included in the search except critical manufacturing, where engagement and acceptance was the sole outcome. 
5. Findings
5.1. Deployment of AI in assessment systems across critical infrastructure sectors

Artificial intelligence-driven assessment systems are increasingly prevalent across CI sectors, particularly concentrated within government facilities and healthcare. Educational institutions are subsumed under government facilities where there is a heavy reliance on assessments and a growing interest in leveraging AI for their completion. Two examples are presented from the reviewed articles, and the results are discussed further. Yildirim-Erbasli and Bulut (2023) demonstrated the effectiveness of AI-enabled conversational agents for formative assessments, providing immediate and dynamic feedback on student knowledge, helping to facilitate understanding post-assessment. Similarly, Jauhiainen and Guerra (2025) illustrated the considerable utility of LLMs, notably ChatGPT-4, in reliably grading student-written responses, streamlining assessment processes, and facilitating personalized feedback assisting with scoring and analysis and the post assessment phase. Together these examples highlight how AI can benefit the user in dynamic environments and throughout different assessment phases.
The healthcare sector has seen extensive AI integration, particularly within clinical diagnostics and patient assessments. Sidaoui and colleagues’ (2020) employment of sentiment analysis chatbots for evaluating patient experiences showcases the potential of AI to extract qualitative emotional insights. Additionally, innovative AI-driven cognitive assessments, such as automated Theory of Mind assessments discussed by Fallah et al. (2024), underscore AI's ability to effectively discern nuanced cognitive states, thus enhancing diagnostic accuracy and timeliness.
Artificial intelligence has significantly characterized the information technology sector through survey automation and advanced assessment frameworks. The smart training framework for IT skill evaluation highlights advancements in automating large-scale evaluations, emphasizing efficiency and scalability in assessments through AI (Gaikwad & Kulkarni, 2023). In our review, the application of AI in certain critical sectors, such as Food and Agriculture, was less frequently observed, with fewer than half of the classified CI sectors represented as utilizing AI for assessments. This should not be taken to indicate that AI is not being applied in these domains, but rather that such applications were not captured within the scope of our sample. For instance, artificial intelligence–powered informative chatbots supporting grassroots farmers (Nokkaew et al., 2023) highlight existing and emerging uses, while also pointing to the potential for further expansion of AI into less-developed assessment domains.

5.2. Functional roles of AI systems across the assessment lifecycle

Analyzing AI roles using the NIST AI Use Taxonomy, digital assistance was the predominant function utilized and was exemplified by a majority of the articles and as it helped to improve user interactions by providing immediate feedback for tasks and overall enhancing assessment engagement. In one example Sidaoui and colleagues’ (2020) used a chatbot for customer experience assessments and they found the interaction between the agent “Marvino” allowed for natural storytelling and engagement from the participant, which helped to extract meaningful customer experiences. The predominance of digital assistance roles across sectors indicates a convergence toward conversational and autonomous AI capabilities in assessment contexts, moving beyond simple automation toward interactive and intelligent assessment collaborations. 
A large drop off between digital assistance and other functions was noted, with the next most frequently observed functions being content creation, followed by detection, decision making, and information retrieval. Decision making capabilities of AI are prominently utilized in automated scoring and diagnostic evaluation contexts. Jauhiainen and Guerra (2025) demonstrated how GPT-4 efficiently and objectively evaluates open-ended student responses, significantly enhancing the fairness and efficiency of assessment processes. The NIST taxonomy also outlines 16 different AI functions that can be applied to assessments, and again, less than half were identified in this sample. A potential explanation for this is that a digital assistance function can serve as the umbrella function for others like content synthesis, where information can be summarized by prompting the AI to do this initially.
Applying the virtual assistance taxonomy provides further insight into the role of AI within the assessment process. Most assessments were categorized as either self-learning or model-based, reflecting the central aim of assessments to gather and analyze information while adapting to the data provided. In addition, because assessments are designed to generate knowledge and support actionable insights, the roles of facilitator and expert are particularly salient. These roles enable assessments both to provide domain-specific expertise and to guide users toward the successful completion of an assessment. Taken together, these findings illustrate how AI-driven assessments function not only as tools for information processing but also as active agents in shaping decision-making and outcomes.
The lifecycle analysis identifies a strong AI deployment concentration within the scoring and analysis (particularly evident in government facilities and healthcare) and administrative phases notably in cognitive and diagnostic screenings (Hurstak et al., 2023; Wang & Li, 2024). The focus within the scoring and administration phases aligns with AI's demonstrated strengths for natural language processing, pattern recognition, and automated evaluation capabilities that directly support assessment delivery and response analysis (Chen et al., 2021; Phillips & Robie, 2024). Conversely, AI integration within the interpretation and reporting phase and post-Assessment phase remains limited, representing significant opportunities for future development.

5.3. Implications of AI deployment on outcomes

Artificial intelligence can enhance the validity of assessments through improved accuracy, consistency, and personalization. In educational contexts, the consistent scoring provided by AI technologies, such as GPT-4, when accurately prepared to recall and evaluate responses increased reliability and effectively measured intended education outcomes for written responses (Jauhiainen & Guerra, 2025).
Similarly, in healthcare settings, AI-driven diagnostics substantially enhanced assessment validity, providing sensitive and objective evaluations of cognitive and emotional states. Artificial intelligence helped to reliably differentiate cognitive conditions using automated cognitive assessments, helping to reflect underlying psychological constructs (Fallah et al., 2024). However, the integrity of AI remains a critical area requiring careful attention. Artificial intelligence systems, particularly LLMs, pose challenges related to transparency and interpretability, vital for maintaining public trust. Strugatski and Alexandron (2025) highlight these concerns as they identified patterns between human and AI patterns in cheating on multiple choice question assessments, indicating there is still work that needs to be done in to improve the overall psychometric properties and calls for the need to improve transparency decisions (Yildirim-Erbasli & Bulut, 2023). In sectors like information technology, while AI enhances assessment integrity through secure automation, potential vulnerabilities to adversarial attacks or algorithmic biases underscore the importance of ongoing oversight and validation (Xiao et al., 2020). Overall, AI significantly contributes to enhancing assessment validity yet simultaneously presents needs for enhancing integrity considerations and transparent usage.
User acceptance and engagement with AI was also an outcome of interest, as successful collaboration with technology requires users to trust and feel comfortable with the tool. Pharmacists were introduced to a chatbot to help enhance their HIV knowledge and researchers found they were undecided about accepting the tool. This suggests i two things including end-users in the design phase should be considered and that collaboration is most effective when users engage with the technology (Laymouna et al., 2024).
6. Discussion
Our review sought to examine the influence and role AI has on assessments. After examining 38 articles, there are some clear areas where AI is emerging as a critical tool for enhancing CI and some remaining gaps in how AI is currently used. Government facilities and healthcare sectors were the primary adopters of incorporating AI into assessments, with more than half of CI sectors not being represented in the sample. The spectrum of functions that AI serves is not fully represented, with an uneven distribution of assessments integrating AI through digital assistance and not utilizing functions like performance improvement and monitoring.  The phase in which AI is used for assessments is largely during the administration of the tool, with less emphasis placed on AI for assessment design, reporting, and post-assessment utilization, potentially limiting the capabilities of AI. The outcomes of how AI aids assessment has noted variation with performance and accuracy of assessments being the lead outcome. Across all of the research questions, the use of AI in assessments is prominent and dependent on the goals of the assessment as to when it is used, what the functional purpose is, and what desired outcomes it is designed to support.

6.1 Risk-based adoption patterns

The concentration of AI assessment applications in government facilities and healthcare, while nine CI sectors remain absent, reveals a risk tolerance divide rather than technological capability differences. These sectors demonstrate high risk tolerance for AI assessment integration because failures typically affect individual outcomes rather than public safety. Further, higher rates of acceptance of AI in government and healthcare sectors aligns with existing research indicating growth and more reliance on technology in these fields (Esmaeilzadeh, 2020). Conversely, sectors like energy, transportation, and water systems remain cautious about AI assessment adoption because system failures could cascade into public safety emergencies that exceed organizational risk tolerance for AI-mediated decisions.

6.2 Operational versus strategic divide

Artificial intelligence deployment demonstrates clear operational bias, with 55% of applications concentrated in administration and scoring phases while only 13% address interpretation and post-assessment activities. Organizations leverage AI for routine tasks like automated scoring and assessment delivery but retain human control over strategic interpretation and longitudinal analysis. This pattern suggests comfort with AI handling efficiency improvements while reserving strategic decision-making for human judgment and accountability.

6.3 Digital assistant dominance

The prevalence of conversational AI applications (62.80%) indicates organizational preference for human-AI collaboration over autonomous decision-making systems. This dominance reflects current comfort levels that favor AI augmentation rather than replacement approaches, suggesting organizations view AI as supportive partners rather than independent decision-makers in assessment contexts.
Implications. These patterns indicate that AI assessment adoption follows risk management principles rather than technological possibilities. Practitioners should focus on demonstrating AI reliability in low-stakes contexts before expanding to critical applications. Policymakers should consider developing risk-appropriate AI validation frameworks that enable cautious adoption in high-stakes infrastructure sectors while maintaining safety standards.
7. Limitations and future work
The current work poses some limitations. Mainly our search was narrow, as our inclusion criteria specifically addressed how AI was used in assessments related to knowledge gathering and evaluation. Thus, our insights reflect the role of AI in assessments with an emphasis on human-AI teaming and not the role of AI used broadly in assessments. The application of the NIST taxonomy allows for standardization and comparison of the studies included in our review to be mapped along a framework and was further supplemented by the virtual assistance framework. Our coding prioritized the primary function of AI use, which may not encompass the full range of capabilities inherent in some systems, but also provides a way forward for additional research to examine the potential secondary and tertiary functions. 
As the role of AI continues to interest both scholars and practitioners, there are multiple avenues for information systems to begin applying insights from these results, continuing to advance human-AI teaming. An immediate action for the field could be to further explore applications of AI in sectors beyond the seven highlighted in our review. While our sample did not capture evidence of assessments in these sectors, this absence should not be taken to imply that such applications are not occurring. Rather, these underrepresented domains present important opportunities for scholarly inquiry to better document existing practices, evaluate their effectiveness, and situate them within broader discussions of AI’s role in critical infrastructure assessment. Broadly, the functions that AI can be used for in assessments should be further explored. For example, in our review, image analysis was not a primary AI function, however, this could be a feature included in a risk assessment for physical security. A user could upload a picture of their property and have the AI evaluate their overall security (e.g., having a fence or not, etc.). This feature would be a time saving resource and increase accuracy for risk identification. Utilizing more of the functions that AI facilitates in all assessments phases generates more opportunities for users to create impactful tools to derive enhanced insights that may not have surfaced without AI capabilities. To guide further research and collaboration we propose three research questions inspired by our literature review that can help guide next steps.
1. How do AI systems that integrate diverse forms of information reshape human sensemaking, trust calibration, and perceived actionability in complex decision environments?
2. How do different allocations of autonomy and responsibility between humans and AI across the stages of a work process influence oversight, error propagation, and organizational resilience?
3. Which patterns of human–AI teaming are generalizable across domains, and how do contextual constraints shape their design, adoption, and long-term effectiveness?
Our review provides an initial step in examining the incorporation of AI into the assessment process. Future work at the intersection of AI and assessments is well positioned to drive advances in accuracy, efficiency, and equity across diverse domains. By extending the scope of applications and deepening human–AI collaboration, assessments can evolve into more adaptive and impactful tools that generate insights not previously attainable.. 
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